**Summary 1:**

**When sound modulates vision: VR applications for art and entertainment**

Human brains process multisensory experiences in the environment and resolves ambiguities between various sensory inputs optimally in sync with prior experience and expectations. To build more “Natural” VR environments, the researchers wanted to explore how stimulating different environmental sensory cues can influence the way VR environments are perceived by studying the interplay between sounds and visuals present in such environments. Two groups of participants “visited” an art gallery using Samsung Gear VR head mounted displays in the study, one group with music playing, the other without. The results of the study showed that sound is able to alter people’s engagement, experience and perception in a VR environment to increase it’s “Naturalness” when the audio and visual cues are in synced with expectation, thus increasing the participant’s overall perceived presence in the environment.
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